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- SUMMARY: The least-squares collocation method (LSC), the Whittaker - Ro-
binson - Vondrak (WRYV), the cubic spline (SPL) and the least - squares method
(LSM) are compared. The smoothing by these methods was applied to the 5-day
Polar Motion (PM) data (IERS, 1993) in the period 2443989 JD (April 25, 1979) -
2445984 JD (October 10, 1984); the number of the mput data was N = 400 Some
results of smoothing and comparison are presented.

‘1. INTRODUCTION

The real observations or the observed values /;
are composed of the signal s; and the random noise

In our interest is to filter the noise and to find
est.lmatlon of the signal §; which is close to Si as

much as possible. The LSC is a linear transform §; =
Fl; and sometimes appropriate to filtering because
it is a method of stochastic filtering. If we know the
autocovariances of the signal we can filter the noise.

The theoretical base is expounded in Moritz (1980).
' The LSC algorlthm was taken from Gubanov

and Petrov (1994), but a few formulae were corrected
for mistakes. We used the results presented in Titov

(1995).

Let the time-series [; (i=1,2,...,N) correspond

‘to the equidistant time moments. The series {; and

~8; are centered. Their autocovariance functions are
‘estimated by the formulap

o1 '
mls) = 5 D liligj,
- =l |

where 73 = 0,1,. . N — 1. If we consider the series
l; and s; as vectors 1 and s the problem of filtering

1s to find the operator F which satisfies the condi-
‘tion ||8 — s||> = min (Gubanov and Petrov, 1994).

We need no mathematical model of the signal but

only some of its statistic characteristics (which can

be known a priori). Let the vector n (errors of ob-
servations) represent the white noise. Therefore, the
signal and the noise are not correlated with each

other. The variance of the white noise o2 can be

calculated from the observed data without any as-

sumption, and if we know the parameter g2 we could

perform the filtering (Gubanov and Petrov, 1994).

The covariance function of the data and that of the
signal differ only when index 7 = 0. We can calculate

o’ as a difference between the calculated value of the

covariance function ¢u(7) of the vector 1 and the co-

“variance function q,,(7) of the 51gna] s, when j = 0

(Gubanov and Petrov, 1994); 02 = ¢;(0) — q.s(0). In
the same paper, 1t was Qhown tha.f the basic formula

of LSC ﬁltermg 1S: _
_— ‘QSSQ;;_IL

where (), and @ are covariance matrices of the
signal and raw data which have the following simple
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and symetric form:

qu(l)y ... qu(N

qu(0) — 1)\
qu(1) 7u(0) qu(N — 2)
Qu = : : :
(Iu(N- - 1) qu(N — 2) qu(0)

One of the basic problems of LSC 1s to provide
the autocovariance function q,,.

2. FILTERING OF THE IERS PM SERIES

For ﬁltering of the Earth’s Polar Motion by
LSC the model of its covariance function can be used,

as described in Petrov et al. (1995):
COSW,.T /]’
where C, is the steady-state covariance function of

the Polar Motion vector p(z,y), P. is the power of
the Chandler wobble, w, 1s the angular Chandler fre-
gency and (). is dimensionless quality factor. In this
paper the annual, semiannual term and linear trend

were added to Cp,. The values P, = 432¢ (about
1v.181), P, = 365%.25 and P, = 182%.62 (the peri-
ods of the Chandler, annual and semiannual wobbles,
respectively) were used. To determine P,j, the peri-

ods of seasonal terms (P, and P,) were fixed, and P,

was varied from 1Y.170 to 1¥.200, by the lag 07.001,
with the purpose to obtain the best fitting by LSM.

The linear trend has also been icluded. The mini-
mum standard deviation for the x - component o,

“obtained by this method, ‘was 07.0097, for the y -
component a, = 0”.0152.
" The standard deviations computed from the

successive data differences [; — [;_; (1 = 2,3,...,N)
- are oaz/V2 = 07.0096, for x - component and
. Tay/V2=0"0113fory - component, where

_wer [ cosw,T
Cp(1) = Pee e S
' SINW,.T

The values Q. (in the LSC method) were cho-
sen to mimmize the standard deviation. They were
Q. = 10 for the x - component and (), = 12 for the y
- component (with the Standard deviations 0”.0127

~and 07.0276, respectively).
The smoothed curve by LSC, the residuals and
amplitude periodograms computed by direct Fourier

transforms (F'T') for the x - component are presented
in Fig. 1.

in Fig. 2., l*lg 4. and Fig. 6. regpectwe]y
Ihe value of the Smoothmg paeameter £ in

WRV method was determined in usual way, as ex-
plained in Vondrak (1977): 1t has been varied to

obtain M = =A—

residuals) close to o, (as much as possible) for x -
component and o, for y - component. The obtamed
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for y - component

, Fig. 3. and I'ig. 5., for the y - component

ZN (1i—38,)? -
= (standard deviation of

value was ¢ = 108 for x - component and £ = 107",
FFor that case, the smoothmg

curves of x and y - components are presente(l in [ig.
1. and Fig. 2., the corresponding residuals in Iig. 3.
and Fig. 4., and the amplitude periodograms (I'T)
of residuals in Fig. 5. and Fig. 6. respectively.

On the other hand, when the values of £ were

- determined to obtain the smoothing residuals whose

standard deviations M were equal to the standard
deviations obtained from the successive data dilfer-
ences (an/\/i for x - component and AJ/\/_ 2 for y

- component), £ was changed only by y - component
(the new value was ¢ = 107%). The amplitude pe-
riodogram (FT) of y - residuals 1s shown in Iig. 9.

Evidently, the peaks for Chandler and annual periods

| - . » — 0
are remarkably less than ones in the case ¢ = 107".
The peak for semiannual period is still less than one

in the case € = 10~ but not significantly. It is be-

cause the residual systematic errors depend on the
frequences and the number N of input data.

Similarly, the smoothing parameter S (in SPL

‘method) determined so that the standard deviations

of x and y residuals be close to o, and o, respec-
tively are: 135 and 360. The smoothing curve, the
residuals and the amphtude periodograms (F'T) for
X - component are presented in Fig. 1., Iig. 3. and
Fig. 5.; for y - component in Fig. 2. l“ig. 4. and
Ihg. 6. respectlvely

Also, the parameter S can be chosen in usual

way, from confidence interval [N — V2N N + V2N]

 (Reinsch, 1967). The limit and the mean values of .5

are 372,400,428. The corresponding amphtude peri-

' odogra.ms of residuals of smoothing for x and y - com-

ponents are presented in Fig. 7. and Ing. 8. It may
be seen that systematic errors of residuals reman
in all cases. For y - component the changes of am-
plitude periodogram are negligible, but for x - com-
ponent they are large (because S = 135 is fairly less
than the lower limit of the confidence interval). Asin

the WRV method, the greatest differences of the am-

phtude perlodograms are at the peaks for Chandler

and annual periods, but for the semiannual peak the
corresponding differences are less (see Fig. 7. and

Fig. 8.). The reason is the same as in the case of the
WRYV; the residual systematic errors depend on the
frequences and the number N of input data.

Also, we used LSM for smoothing and found
the following results:

Ph,

Ach Phep Aq Ph, A,
r 07.172  216° 07.085 101° 0”.018 2477
y 07166 126° 07.086  4° 0”.006 184"

where: A.n, As, As; are the amphtudes and Ph.p,
Ph,, Ph, are the phases (for Chandler annual and
semiannual wobble, respectively). The phases Are

oblained for the instant 2443989 JD.

Evidently, by the above described smoothing
the relative large systematic errors are not eliminated
from the residuals. The largest ones vary with the
Chandler, annual and semiannual periods. Disad-
vantage of LSM is the necessity of knowledge of ap-
propriate class of functions for the best fitting of the
input data. The periods of P.,, I’; and P, and the
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Fig. 1. Raw and smoothed data (x - component) ().
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Flg 2. Raw and smoothed data, (y - component) ().
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amphtudes (Acp,,, Ag, A <) were assumed constant n

:he given time interval, but the real values va,ry with
Ime. -

Because of the short interval (about 6 yea.rs)

it was not possible to separate the Chandler and an-
nual wobbles by FT (see Figures 5. - 9.).

3. CONCLUSION

The smoothing methods, which use . the poli-

nomials (like WRV and SPL) or the models (LSC

for autocovariance function and LSM for signal), are
often not appropriate to PM data smoothing. As a
consequence the syqtematlc discrepances remain in
the residuals.

For using LSC in any real case it 1s necessa.ry,

to have a good model of autocovariance function. In

“the LSM case good model of signal is required. The
LSC, WRV and SPI, are flexible methods but the
LSM is not. It could be noticed that the largest sys-

tematic errors of residuals (after applying LSM) rep-
resent the residual Chandler, annual and semiannual
oscilations (see Fig. 5. and Fig. 6.).

Besides the end faults present in the WRV
and SPL methods (see Fig. 3. and Fig. 4.), the

base of these methods are the third order polyno-
mials which are not efficient for the approximations

of the harmonic oscillations, present in PM data se-

ries. The existing systematlc errors (and the values
of their amplitudes) in the residuals depend on the
frequences and the number N of input data.

~ical investigations”
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'l“., IammaHoBuh, I1. Josanosuh u b. JopaHosuh

ACIMPOHOMCKA oncepeamopuja, BoazuHa 7. 11000 Beoepao, Jyzocaaguja

 YIK 52-17
OpuzuHaanu HayuHu pao

nonente PM  (IERS, 1993) u3 nATepsalid 2443989
JD (25. 1V 1979) - 2445984 JD (10. X 1984) na
0 Tauaka ca EKBUAMCTAHTHHM pasMakoM 04
1 nopeheiba Hase-

. Tipumersene cy cienche MeTONC M3paBHABA.
HajMama KBajapaTHa konokauuja (LSC), Butakep - |
PoGuucon - BoHApakK-0Ba (WRV), Kyonu crinajH KoM Je 40

- (SPL)n MeTola HajMarbHuX KBaapata (LSM) Ha KOM- 5 pana. Ilpmkasanu cy pesyntatl
| | | - ' | - IeHux meroma.



